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Heap Sort
• Heap sort is a comparison based sorting 

technique based on Binary Heap data structure.  

• It is similar to selection sort where we first find 
the maximum element and place the maximum 
element at the end.  

• We repeat the same process for remaining 
element.



Binary Heap

• A Binary Heap is a Complete Binary Tree where 
items are stored in a special order such that 
value in a parent node is greater(or smaller) than 
the values in its two children nodes.  

• The former is called as max heap and the latter 
is called min heap. 

https://www.geeksforgeeks.org/binary-heap/


Heap Sort Algorithm
• 1. Build a max heap from the input data. 

• 2. At this point, the largest item is stored at the 
root of the heap. Replace it with the last item of 
the heap followed by reducing the size of heap 
by 1. Finally, heapify the root of tree. 

• 3. Repeat above steps while size of heap is 
greater than 1. 
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Heap Sort Complexity





Advantages of Heap Sort
• It has a logarithmic time complexity 

• Always suggested for huge arrays. 

• It is an in-place sorting algorithm that does not 
require extra memory space for additional Array. 

• The same time complexity for average, best, and 
worst cases 

▪



Disadvantages of Heap Sort
• It is not a stable algorithm, which means the order of the 

same element may be changed. 

• Stable means if the two elements have the same key, 
they remain in the same order or positions. But that is 
not the case for Heap sort. 

• Heapsort is not stable because operations on the heap 
can change the relative order of equal items. 

• Not that much efficient as compared to quick and merge sort 

• The recursive call can be complicated. 
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Priority Queue
• Priority Queue is an extension of queue with 

following properties. 

• Every item has a priority associated with it. 

• An element with high priority is dequeued 
before an element with low priority. 

• If two elements have the same priority, they are 
served according to their order in the queue.

http://quiz.geeksforgeeks.org/queue-set-1introduction-and-array-implementation/


Priority Queue Operations

• insert(item, priority): Inserts an item with given 
priority. 

• getHighestPriority(): Returns the highest 
priority item. 

• deleteHighestPriority(): Removes the highest 
priority item.



Applications of Priority 
Queue

• CPU Scheduling 

• Graph algorithms like Dijkstra’s shortest path 
algorithm, Prim’s Minimum Spanning Tree, etc. 

• All queue applications where priority is involved.

https://www.geeksforgeeks.org/greedy-algorithms-set-7-dijkstras-algorithm-for-adjacency-list-representation/
https://www.geeksforgeeks.org/greedy-algorithms-set-7-dijkstras-algorithm-for-adjacency-list-representation/
https://www.geeksforgeeks.org/greedy-algorithms-set-5-prims-mst-for-adjacency-list-representation/
https://www.geeksforgeeks.org/applications-of-queue-data-structure/


Implementation of Priority 
Queue



Priority Queue Operations - 
Insert



Priority Queue 
Operations - 

Delete



Huffmann Encoding



Data Compression
• In computer science and information theory, a 

Huffman code is a particular type of optimal 
prefix code that is commonly used for lossless 
data compression. 

• The output from Huffman's algorithm can be 
viewed as a variable-length code table for 
encoding a source symbol (such as a character 
in a file).

https://en.wikipedia.org/wiki/Computer_science
https://en.wikipedia.org/wiki/Information_theory
https://en.wikipedia.org/wiki/Prefix_code
https://en.wikipedia.org/wiki/Lossless_data_compression
https://en.wikipedia.org/wiki/Lossless_data_compression
https://en.wikipedia.org/wiki/Variable-length_code


Huffman Encoding





Huffman Coding Steps - I



Huffman Coding



Huffman Coding Steps - II



Huffman Coding Steps - III



TO BE CONTINUED…


