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DATASETS- CIFAR10  AND MNIST

CONVOLUTION LAYER

MAXPOOLING

ACTIVATION FUNCTIONS

FULLY CONNECTED LAYER

SOFTMAX OUTPUT



CIFAR -10

10 labels 

50,000training images

each image is 32x32x3

10,000 test images.

Dataset: CIFAR-10 
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Features:

Flatten

784- dim 
vector

MNIST Dataset
(ModifiedNational Institute of Standards and Technologydatabase)

https://en.wikipedia.org/wiki/National_Institute_of_Standards_and_Technology


If we have 6 5x5 filters, weôll get 6 separate activation map.

We stack these up to get a new image of size 28x28x6



Convolution
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These are the network 

parameters to be learned.

Each filter detects a 

small pattern (3 x 3). 
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Convolution
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Convolution
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Convolution
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Repeat this for each filter
stride=1

Two 4 x 4 images

Forming 2 x 4 x 4 matrix

Feature

Map



Convolution
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Convolution
Color image: RGB 3 channels
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Low level 

features

Mid level 

features

High level 

features



A closer look at convolution operation:

Stride=1

N=input image size

7x7 input image

F=filter size

3x3 filter 

Output will be 5x5



Stride=2

N=input image size

7x7 input image

F=Filter Size

3x3 filter 

Output will be 3x3



Output Size of convolution operation?



In practice: Common to zero pad the border

P=1 (Zero padding with one)

N=input image size

7x7 input image

After zero padding with one

Input image will be 9x9x

F=Filter size

3x3 filter 

Output will be 7x7
(Same size with input image)



Filters of size F x F and   zero padding  (F-1) / 2  will 

preserve the output image size

e.g.  

F=3 ,    Zero padding with  1

F=5 ,    Zero padding with  2



Exercise:

Input imagevolume= 32x32x3

10 Filterswith thesize of 5x5x3 with stride1, pad2

Outputvolumesize=???



Exercise:

Input imagevolume= 32x32x3

10 Filterswith thesize of 5x5x3 with stride1, pad2

Outputvolumesize= 32x32x10



Exercise:

Input imagevolume= 32x32x3

10 Filterswith thesize of 5x5x3 with stride1, pad2

Numberof parametersin this layer=???



Exercise:

Input imagevolume= 32x32x3

10 Filterswith thesize of 5x5x3 with stride1, pad2

Eachfilter has 5x5x3=75 +1     (+1 biasparameter)

Numberof parametersin this layer= 10x76=760 parameters











Max Pooling
Å Makesthe representationsmallerandmoremanageble
Å Operatesovereachactivationmapindependently
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Why Pooling

¸Subsampling pixels will not change the object

Subsampling

bird

bird

We can subsample the pixels to make image smaller

fewer parameters to characterize the image



Max Pooling
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Max Pooling
Å Makesthe representationsmallerandmoremanageble
Å Operatesovereachactivationmapindependently

Maxpool with 

2x2 filter and 

stride 2

­
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Activation Function: Sigmoid

+ Nice interpretation as the firing rate of a neuron

Å 0 = not firing at all 

Å 1 = fully firing

- Sigmoid neurons saturate and kill gradients , thus NN will barely learn
Åwhen the neuronõs activation are 0 or 1 (saturate)
Ъ gradient at these regions almost zero 

Ъ almost no signal will flow to its weights 

Ъ if initial weights are too large then most neurons would saturate

Takes a real -valued number and 

òsquashesó it into range between 

0 and 1. 



Activation Function: tanh

Takes a real -valued number and 

òsquashesó it into range between 

-1 and 1. 



Activation Function :ReLu
Rectified Linear Unit

Takes a real -valued number and 

thresholds it at zero

Most Deep Networks use ReLUnowadays 

Ю Trains much faster

Å accelerates the convergence of SGD

Å due to linear, non -saturating form 

Ю Less expensive operations

Å compared to sigmoid/ tanh (exponentials etc.)

Å implemented by simply thresholding a matrix at zero

Ю More expressive 

Ю Prevents the gradient vanishing problem



Flattening
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